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Abstract: The present manuscript is a short review of the ratio type estimators
of population variance of the study variable using auxiliary information on a sin-
gle auxiliary variable. In this paper various ratio type estimators of population
variance in the literature have been given in chronological order. The large sample
properties that is biases and the mean squared errors of these ratio type estimators
of population variance have been given up to the first order of approximation. The
expressions of the bias and the mean squared error of every mentioned estimator
have been given up to the first order of approximation.
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1. Introduction
The variance is one of the important measures of dispersion of the main char-

acteristic under study for the homogeneous units. The most suitable estimator
for the estimation of the population parameter under consideration is the cor-
responding statistic and therefore the most appropriate estimator for population
variance is the sample variance of the main variable under study. Although the
sample variance is an unbiased estimator of population variance but it has a rea-
sonably large amount of variation. That is its sampling distribution is not very
much concentrated round the population variance. Our aim is to find the estimator
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which may even be biased but it should have minimum mean squared error that is
its sampling distribution should be very much concentrated round the population
variance. Auxiliary information fulfills this need. Auxiliary variable is highly pos-
itively or negatively correlated with the main variable under study. By the use of
auxiliary information, the efficiency of the estimator is enhanced. When the main
variable under study and the auxiliary variable are positively correlated, ratio type
estimators are used for the estimation of parameters. Product type estimators are
used when main and auxiliary variables are negatively correlated and the line of
regression Y on X passes through origin and in other case regression estimators are
used for the estimation of population parameters. In this short review paper, we
have considered positively correlated case only.

Let the finite population under consideration consist of N distinct and identifi-
able units and let (xi, yi), i = 1, 2, ..., n be a bivariate sample of size n taken from
(X, Y ) using a SRSWOR scheme. Let X and Y respectively be the population
means of the auxiliary and the study variables, and let x and y be the correspond-
ing sample means.

The Natural and most suitable estimator of population variance is the sample
variance given by,

t0 = s2y, (1.1)

It is unbiased, and its variance up to the first degree of approximation is,

V (t0) = γS4
y(λ40 − 1) (1.2)

where, λrs =
µrs

µ
r/2
20 µ

s/2
02
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Isaki (1983) used the positively correlated auxiliary information and proposed the
following usual ratio estimator of population variance as,
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)
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The expressions for the Bias and Mean Square Error (MSE), up to the first order
of approximation, are respectively given by

B(tR) = γS2
y [(λ04 − 1) − (λ22 − 1)], (1.4)
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MSE(tR) = γS4
y [(λ40 − 1) + (λ04 − 1) − 2(λ22 − 1)], (1.5)

Table-1: Ratio type estimators of population variance, their biases and mean
squared errors
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where, Ri =
S2
x

S2
x + wi

, i = 1, 2, ..., 51 and w1 = Cx, w2 = β2(x), w3 = β1(x), w4 = ρ,

w5 = Sx, w6 = Md, w7 = Q1, w8 = Q3, w9 = Qr, w10 = Qd, w11 = Qa, w12 = D1,
w13 = D2, w14 = D3, w15 = D4, w16 = D5, w17 = D6, w18 = D7, w19 = D8,
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.

Thus, the bias and MSE of 51 estimators may be written as,

B(Ŝ2
i ) = γS2

yRi[Ri(λ04 − 1) − (λ22 − 1), i = 1, 2, ..., 51]

MSE(Ŝ2
i ) = γS4

y [(λ04 − 1) +R2
i (λ04 − 1) − 2Ri(λ22 − 1)], i = 1, 2, ..., 51 (2.6)
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2. Conclusion
In the present short review of the estimators of the population variance, we

have considered the ratio type estimators of population variance using positively
correlated auxiliary variable. Various ratio type estimators have been given in a
chronological order. The biases and mean squared errors of all the estimators have
been given up to the first order of approximation. The improvement in estimators
can be justified through numerical examples. Since all the estimators of population
variance have been given in chronological order, this short review will be very
beneficial for the researchers working in the field of sampling especially for the
estimation of population variance using information on a single auxiliary variable.
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